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Correlation-augmented Naïve Bayes (CAN) Algorithm: A 
Novel Bayesian Method Adjusted for Direct Marketing
Mohammad Rasoul Khalilpour Darzi, Majid Khedmati , 
and Seyed Taghi Akhavan Niaki

Department of Industrial Engineering, Sharif University of Technology, Tehran, Iran

ABSTRACT
Direct marketing identifies customers who buy, more probable, 
a specific product to reduce the cost and increase the response 
rate of a marketing campaign. The advancement of technology 
in the current era makes the data collection process easy. Hence, 
a large number of customer data can be stored in companies 
where they can be employed to solve the direct marketing 
problem. In this paper, a novel Bayesian method titled correla
tion-augment naïve Bayes (CAN) is proposed to improve the 
conventional naïve Bayes (NB) classifier. The performance of the 
proposed method in terms of the response rate is evaluated and 
compared to several well-known Bayesian networks and other 
well-known classifiers based on seven real-world datasets from 
different areas with different characteristics. The experimental 
results show that the proposed CAN method has a much better 
performance compared to the other investigated methods for 
direct marketing in almost all cases.
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Introduction

Almost all industries such as banking, insurance, health care, and retailing 
need marketing and advertisement to sell their goods and services (Ling and Li 
1998). There are two common ways to introduce products and services; mass 
marketing and direct marketing (Nachev and Hogan 2014). In mass market
ing, a single message is published to all customers via television, radio, news
paper, and so on (Elsalamony 2014). As companies do not have a direct 
relationship with customers for new product offers in this strategy, an increase 
in the number of companies or products leads to a reduction in the efficacy, 
increase in the cost, and decrease in the response rate of this strategy (Mitik 
et al. 2017). However, the market is highly competitive where mass marketing 
campaigns are not very successful and companies focus on direct marketing 
campaigns to target a specific set of customers (Parlar and Acaravci 2017). In 
the direct marketing strategy, companies study the characteristics and the 
needs of potential customers to select a target set of customers. The 
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communication between companies and customers is done by e-mail, phone 
call, SMS, and post. The goal of the organizations is to increase the response 
rate of their promotion with a limited budget (Miguéis, Camanho, and Borges 
2017).

The advantages and disadvantages of direct marketing have been discussed 
in some researches. Vriens et al. (1998) emphasized the flexibility of direct 
mailing in time, model, test, and examination. Verhoef et al. (2003) high
lighted the ability to give customized offers to customers and the loss of direct 
competition for customers’ attention. To show that an increase in the response 
rate is not easy, but a small improvement can create a significant profit, 
Baesens et al. (2002) demonstrated that a one percent increase in the response 
rate could result in an additional relatively large profit. Direct marketing can 
improve the customers’ loyalty (Sun, Li, and Zhou 2006) while, at the same 
time, it can result in a negative effect on customers if they receive uninteresting 
promotions frequently (Ansariet al., 2008).

Nowadays, most companies have a vast amount of data on customers 
profiles, transactions, and responses to previous products in their databases, 
where these data can be used to keep relationships with the customers to 
propose their customized product offer (Ouet al., 2003). Because it is infeasible 
to analyze the data manually to discover useful patterns for direct marketing 
(Ling and Li 1998), automated methods should be used to analyze the data in 
which data mining is considered as one of the strongest. Data mining techni
ques have a huge potential to discover latent knowledge of databases and can 
predict potential customers who buy, more probably, a new product (Miguéis, 
Camanho, and Borges 2017).

Data mining techniques play an essential role in different industries. 
Nowadays, the advancement of technology makes the data collection process 
easy. Thus, the problem of organizations is to discover hidden knowledge from 
large amounts of data in databases. There are several applications of various 
data mining techniques, including classification, clustering, and association 
rule mining in different areas (Han, Pei, and Kamber 2011).

The classification technique requires the construction of a classifier to 
predict the class of new tuples whose class labels are unknown. This pre
diction is made by finding a model that distinguishes between classes based 
on a training set with known class labels. The induction of classifiers from 
the raw data is an important problem in data mining, and hence, numerous 
solutions such as naïve Bayes, Bayesian networks, decision tree, support 
vector machines (SVM), logistic regression, extra trees, K-nearest neighbor 
(KNN), Ada-Boost, and Bagging have been proposed in the literature to 
solve this problem. In this paper, another classifier titled correlation- 
augment naïve Bayes (CAN) is proposed to improve the performance of 
the conventional naïve Bayes (NB) classifier in the direct marketing 
problem.
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The rest of the paper is organized as follows: the literature of the subject is 
reviewed in Section 2. The competing Bayesian methods are presented in 
Section 3. The details of the proposed CAN method are provided in 
Section 4. In Section 5, the performance of the proposed method is evaluated 
and compared to other existing methods based on seven real-world datasets. 
Finally, the concluding remarks are provided in Section 6.

Literature Review

Data mining techniques are widely used to improve the performance of 
companies in several contexts by discovering valuable hidden knowledge 
from a massive volume of raw data (Burton et al. 2014; Chen, Fan, and Sun 
2015; Seret, Bejinaru, and Baesens 2015). The results obtained from empiri
cal studies emphasize using data mining methods to design a direct market
ing campaign to predict proper target customers. For instance, Parlar and 
Acaravci (2017) applied the feature selection method to select important 
features and improved the marketing models’ processing time and response 
rate by reducing the number of features. Mitiket al. (2017) used naïve Bayes 
and decision tree classifiers to identify the customers interested in the offered 
products and then cluster them for channel suggestions. Miguéiset al. (2017) 
presented a random forest model to identify the target customers for bank
ing campaigns and compared the under-sampling (the EasyEnsemble) and 
the over-sampling (the Synthetic Minority Oversampling) techniques as 
a solution to a class-imbalanced problem. Elsalamony and Elsayad (2013) 
applied the neural network and the decision tree models on real-world data 
of deposit campaigns to increase the effectiveness of the campaign. Moro, 
Cortez, and Rita (2014) introduced four data mining models, including 
support vector machine, decision tree, neural network, and logistic regres
sion, to increase the response rate of a banking campaign and compared the 
performance of the models. Tavana et al. (2018) proposed an artificial neural 
network and Bayesian network for liquidity risk assessment in banking and 
evaluated their efficiency based on a real-world case study. Beheshtian- 
Ardakani, Fathian, and Gholamian (2018) proposed a novel method for 
product bundling and direct marketing in e-commerce. They first grouped 
the customers by the k-means algorithm and then applied the Apriori 
algorithm to determine the association rules for each product bundle. 
Finally, they employed the SVM model to determine which product bundles 
should be offered to each customer. Dutta, Bhattacharya, and Guin (2015) 
reviewed 103 research papers on the usage of data mining techniques in 
market segmentation. They grouped them into 13 methods, including ker
nel-based, neural network, k-means, RFM analysis, etc. Chen, Sain, and Guo 
(2012) presented k-means and decision tree approaches, based on RFM 
models, to segment the customers of an online retailer. Lawi, Velayaty, and 
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Zainuddin (2017) used the Ada-Boost algorithm based on a support vector 
machine to determine the target customers for direct marketing of a banking 
campaign. Zakaryazad and Duman (2016) presented a profit-driven artificial 
neural network with a new penalty function and compared it to three 
classifier techniques, including naïve Bayes, decision trees, and neural net
works. Koumétio, Cherif, and Hassan (2018) presented a new classification 
technique to optimize the prediction of telemarketing target calls for selling 
bank long-term deposits. They evaluated and compared their method with 
Naïve Bayes, Decision Trees, Artificial Neural Network and Support Vector 
Machines and concluded that their method provides the best performance in 
terms of f-measure. Coussement, Harrigan, and Benoit (2015) applied the 
most important classification techniques such as neural network, naïve 
Bayes, decision tree, KNN, linear and quadratic discriminant, and logistic 
regression on four real-world datasets and compared their performances. 
Koumétio and Toulni (2021) tried to optimize the prediction of telemarket
ing target calls for selling bank long-term deposits in smart cities using 
improved KNN model and concluded that their approach improves the 
performance (f1-measure) of other algorithms used, and vary reduced time 
processing. Darzi, Niaki, and Khedmati (2019) employed several methods to 
solve the direct marketing problem of the COIL challenge 2000. They 
presented a hybrid method (Tree-augment naïve Bayes (TAN) + under- 
sampling) as the best approach to solve this problem.

In this paper, a method called “CAN”is proposed for the direct marketing 
problem. As a novel Bayesian, this method relaxes the heavy independent 
assumption of the conventional naïve Bayes classifier. Besides, some other 
extensions are applied in the proposed method to customize it for direct 
marketing. As the aim is to assess the performance of the proposed method, 
its efficacy is compared to the ones of other existing methods introduced in the 
next section based on seven real-world datasets.

Bayesian Methods

Among different classifiers, the naïve Bayes algorithm is one of the most 
widely used and successful classification techniques (Coussement, Harrigan, 
and Benoit 2015), flexible for dealing with a different number of features or 
classes, and works well with databases containing noisy data (Ratanamahatana 
and Gunopulos 2002). Furthermore, despite the simplicity, the naïve Bayes 
algorithm is one of the fastest learning algorithms competitive with sophisti
cated classifiers (Friedman, Geiger, and Goldszmidt 1997). In the next sub
sections, a brief explanation of five Bayesian methods, including naïve Bayes 
(NB), tree-augment naïve (TAN) Bayes, sequential forward selection and 
joining (FSSJ), backward sequential elimination and joining (BSEJ), and aver
aged one-dependence estimators (AODE) is presented.
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Naïve Bayes algorithm

Abstractly, the naïve Bayes classifier is a conditional probability model. Let 
X ¼ a1; a2; . . . ; anð Þ be a sample of a test dataset where, aj; j ¼ 1; 2; . . . ; n 
represents the value of an attribute Aj. The Bayesian algorithm assigns the 
sample X to class C when the value associated with the class C is the maximum 
posterior class probability, PðclassCjXÞ, given in Equation (1). 

P ClassCjXð Þ ¼ Max
k

P ClasskjXð Þf g (1) 

This conditional probability can be formulated based on the Bayes theorem 
presented in Equation (2). 

P ClasskjXð Þ ¼
P XjClasskð Þ � P Classkð Þ

P Xð Þ
(2) 

In the naïve Bayesian algorithm, it is assumed that the attributes are indepen
dent, and hence, as shown in Figure 1, each attribute has one arc that is 
connected to the class variable. Due to the independence assumption, the 
conditional probability in Equation (2) can be obtained easily, based on 
Equation (3). 

P a1; a2; . . . ; anjClasskð Þ ¼
Yn

j¼1
P ajjClassk
� �

(3) 

Besides, as P Xð Þ is fixed for all classes, the naïve Bayes classifier can be 
obtained, finally, based on the following equation: 

P ClassCjXð Þ ¼ Max
k

P Classkð Þ �
Yn

j¼1
P ajjClassk
� �

( )

: (4) 

As mentioned above, the naïve Bayes classification model works under the 
assumption of independent attributes. This assumption is often violated in 
reality, which leads to poor performance on some datasets (Pazzani 1996). 
Moreover, in many situations, such as in the direct marketing problem, the 
distribution of the classes of the target attribute is highly unbalanced; that is, 
most of the tuples belong to one class, and the rest that is so small, belongs to 

Figure 1. An example of the NB network.
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the other class. In these situations, most of the classification methods, includ
ing the naïve Bayes classifier, tend to bias toward the majority class, while it is 
more important to identify the minority classes correctly. As a result, some 
methods were proposed in the literature to relax its independence assumption 
to improve its performance. In the following subsections, some well-known 
Bayesian networks that relax the independence assumption of the naïve Bayes 
method are introduced.

Tree-augment Naïve Bayes (TAN)

TAN uses a tree construction, in which the attributes can be connected 
(Friedman, Geiger, and Goldszmidt 1997). The class-label attribute variable 
does not have parents in the TAN network, while the other attributes are 
connected to the class label attribute. Further, the attributes are connected, at 
most, to one other attribute as their parent. An example of the TAN network is 
shown in Figure 2.

The learning procedure of the TAN network is based on the well-known 
method reported by Chow and Liu (1968) as follows:

(1) Compute the mutual information (Ip) between each pair of attributes 
based on Equation (5). This equation measures the information that Y 
provides about X when the value of Z is known.

Ip X; YjZð Þ ¼
X

x;y;z
P x; y; zð Þlog

P x; yjzð Þ

P xjzð ÞP yjzð Þ
(5) 

(1) Build a complete undirected graph in which the vertices are the attri
butes in X. The edges are weighted according to the pairwise mutual 
information.

(2) Build a maximum weighted spanning tree.

Figure 2. An example of the TAN network: the class node C has no parents, feature nodes have two 
parents including the class node and one feature node, the node A1 as the root of the features’ 
tree, which has only the class node as a parent (De Campos et al. 2016; Darzi et al. 2020).
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(3) Transform the resulting undirected graph to a directed graph by select
ing the class-label attribute as the root node and setting the direction of 
all edges outward from it.

(4) Construct a TAN model by adding an arc from the class-label attribute 
to all other attributes (Darzi, Niaki, and Khedmati 2019).

The TAN algorithm changes the class probability of the naïve Bayes given in 
Equations(4) to (6) as: 

P ClassCjXð Þ ¼ Max
k

θ � P Classkð Þ �
Yn

j¼1
P ajjParents aj

� �� �
( )

(6) 

where θ is the normalization constant, P Classkð Þ is the prior probability for 
Class k, and Parents aj

� �
is the set of direct parents for node aj.

Forward Sequential Selection and Joining (FSSJ)

FSSJ improves the Bayesian classifier by searching for dependencies among the 
attributes. This classifier searches for a typical local where the objective func
tion is accurate (Blanco et al. 2005). The FSSJ algorithm uses the set of 
attributes to be used by the Bayesian classifier. It starts with an empty set 
and then employs two operators to create a new combination of the attributes. 
As a result, a new classifier is generated at each iteration. The general steps 
involved in the FSSJ classifier are as follows:

(a) Add a new attribute Xnew (not in the attribute list) conditionally inde
pendent of all other attributes used in the classifier.

(b) Join Xnew with each attribute currently used by the classifier.
(c) Repeat the above modifying procedure until no improvement can be 

obtained.

Backward Sequential elimination and Joining (BSEJ)

The BSEJ algorithm generates a Bayesian classifier considering all the attri
butes as conditionally independent. It uses the following two operators:

(a) Replace each pair of attributes used by the classifier with a new attribute 
that joins the pair of attributes.

(b) Delete each attribute used by the classifier.

Like the FSSJ, the BSEJ algorithm considers all one-step modifications until no 
improvement is reachable.

A Bayesian network of the above two methods is presented in Figure 3.
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The FSSJ and BSEJ algorithms classify the samples based on Equation (7), 
where the resulting attribute set is obtained as the Cartesian product of the 
attributes shown as {joinedg1 ; joinedg2 ; . . . ; joinedgh }. In Figure 3, this set is 
fðA1; A2Þ; ðA4; A5; A6Þg. The rest of the original attributes that have been 
neither deleted nor joined are shown as {xs1; xs2; . . . ; xsp}. In Figure 3, this set is 
{A7} (Interested readers are referred to Pazzani (1996) for more details). 

P ClassCjXð Þ ¼

Max
k

P Classkð Þ �
Ygh

i¼1
P joinedgi jClassk
� �

�
Ysp

j¼1
P xsjjClassk
� �

( )

(7) 

Averaged One-dependence Estimators (AODE)

AODE relaxes the independence assumption by averaging over all models in 
which each attribute is connected to the class node and another single node. 
An example of the AODE network is shown in Figure 4.

In the AODE method, Equation (8) is first obtained based on conditional 
probability. 

P yjxð Þ ¼
P y; xð Þ

P xð Þ
/ P y; xð Þ (8) 

Then, using the product rule (Webb, Boughton, and Wang 2005), the follow
ing equation is obtained for each value of attribute x: 

P y; xð Þ ¼ P y; xið ÞP xjy; xið Þ (9) 

Figure 3. An example of the FSSJ and the BSEJ network: They do not limit the number of parents, 
but sub-graphs of the connected nodes must be complete (sub-graphs in Figure (3) are fA1; A2g

and fA4; A5; A6g). Also, the nodes are permitted to be deleted (A3 is deleted). A7 is neither deleted 
nor connected to other nodes (Mihaljević, Bielza, and Larrañaga 2018).
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where xi is the value of the ith attribute. Next, the mean over any group of 
attribute values is obtained for any I � 1; 2; . . . ; nf g based on Equation (10): 

P y; xð Þ ¼

P
i2I P y; xið ÞP xjy; xið Þ

Ij j
(10) 

As a result, we have: 

P y; xð Þ ¼

P
i:1�i�n ^ FðxiÞ�m pðy; xiÞpðxjy; xiÞ

i : 1 � i � n ^ FðxiÞ � mf gj j
(11) 

where F xið Þ is the frequency of attribute-value xi in the training set. Finally, 
AODE selects the class that maximizes Equation (12): 

P ClassCjXð Þ ¼ Max
k

X

i:1�i�n^F xið Þ�mP Classk; xið Þ
Yn

j¼1
P xjj Classk; xi
� �n o

(12) 

in which y is considered as the target variable and PðClasskjXÞ is the prob
ability that sample X belongs to Class k (see Webb, Boughton, and Wang 
(2005) for more details).

The next section proposes a new modification to relax the independence 
assumption involved in the naïve Bayes method to improve its performance.

The Proposed method: Correlation-augment Naïve Bayes (CAN)

In this section, a new method called correlation-augment naïve Bayes (CAN) 
is proposed to extend the naïve Bayes model that relaxes the independence 
assumption of the attributes. The probabilities are obtained based on Equation 
(13) as a reconstructed and improved version of Equation (3) in the proposed 
method. In Equation (13), k aj; as; at; . . . jClassk

� �
is the conditional probability 

of the intersection of attributes aj, as; at; . . . (correlated attributes) plus one 
(more details are given in Equation (17)). 

Figure 4. An example of the AODE network.
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P a1; a2; . . . ; anjClasskð Þ;
Yn

j¼1;j�s;j�t;j�...

k aj; as; at; . . . jClassk
� �� �

(13) 

As an example, suppose there exist five attributes in which the attributes a2, a3 
and a4 are correlated while attributes a1 and a5 are independent and they are 
not correlated with other attributes. Then, the probability is obtained as 
follows: 

P a1; a2; . . . ; a5jClasskð Þ;k a1jClasskð Þ � k a2; a3; a4jClasskð Þ � k a5jClasskð Þ

(14) 

Here, the correlation between the attributes is examined by the Spearman 
correlation test (Wissler 1905), based on which each attribute is connected to 
other attributes if their Spearman correlation is bigger than a pre-specified 
value P, 0 � P � 1ð Þ, as shown in Equation (15). 

Spearman cor ak; aj
� �

� P (15) 

In the CAN algorithm, an attribute is correlated with a set of attributes if it is 
correlated with at least one attribute of that set. For example, ak is correlated 
with set aj; as; at

� �
if it satisfies at least one of the conditions specified in 

Equation (16). 

cor ak; aj
� �

� P or cor ak; asð Þ � P or cor ak; atð Þ � P (16) 

As mentioned above, compared to the NB network, the CAN network allows 
more dependencies among the attributes, where an example of its network is 
presented in Figure 5. From a set of attributes, only one vector is connected to 
the target variable in the CAN network.

The CAN method is simpler, and its processing time is expected to be less 
than the other Bayesian methods, including TAN, FSSJ, BSEJ, and AODE, 
because

Figure 5. An example of the CAN network.
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(1) The correlation test to build the CAN network is simpler than the ones 
in the other Bayesian methods, and hence, the processing time is 
expected to be significantly less

(2) The CAN method does not compute the conditional probability shown 
in Equation (13) for each node. Instead, it calculates this probability 
only for each set of correlated attributes. Accordingly, the processing 
time is expected to be less.

Both the NB and the CAN classifiers require that each conditional probability 
obtained by Equations(3) and (13) be non-zero; otherwise, the total predicted 
probability would be zero. Considering the intersection of several probabilities 
in Equation (13), the chance of being zero the probability of 
P aj; as; at; . . . jClassk
� �

increases compared to Equation (3). On the other 
hand, the highly imbalanced data in direct marketing leads to an increase in 
the possibility of a zero-count number of observations for minority classes. 
Hence, in the direct marketing problem, it is greatly important to cope with the 
zero probability to improve the classifier’s performance. As a result, a technique 
is employed in this paper as a solution to this problem where the probabilities 
obtained by Equation (13) are calculated based on the following Equation: 

k aj; as; at; . . .
� �

¼ 1þ
count aj; as; at; . . .

� �
þ 1

sample size
(17) 

In other words, the proposed method employs the formulas in Equations(13) 
and (17) to cope with the zero probability. As shown in Equation (13), k aj

� �
is 

used instead of P aj
� �

, because 
Qn

j¼1
k ajjClassk
� �

is more stable than 

Qn

j¼1
P ajjClassk
� �

to deal with imbalanced datasets. The experimental results, 

shown later, indicate that applying k aj
� �

improves the performance of the 
CAN algorithm. Accordingly, the probability of classifying a new observation 
based on the CAN algorithm can be obtained as follows: 

PðClassCjXÞ ¼ Max
k

log P Classkð Þð Þ þ
Xn

j¼1
log k ajjClassk

� �� �
( )

(18) 

where the multiplication of the probabilities is substituted by the summation 
of the logarithm of probabilities. This change significantly improves the CAN 
method’s performance to identify potential customers who are more likely to 
buy a target product.

As mentioned previously, the direct marketing problem is a binary classi
fication problem where the target attribute has two values of zero and one; one 
for customers who buy a target product and zero for customers who do not 
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buy. The proposed method must select X percentage of all customers as 
potential customers. The bigger value of the selection measure, given in 
Equation (19), indicates a customer is more likely to buy a product. 

selection measure sample xð Þ ¼ P Class1jxð Þ � P Class0jxð Þ (19) 

Consequently, X percent of the customers who have the top value of the 
selected measure are chosen as potential customers.

In the next section, the performance of the proposed method is assessed.

Performance evaluation

The performance of the CAN classifier in terms of the response rate in the 
direct marketing problem is evaluated and compared to the ones of several 
well-known Bayesian networks and other well-known classifiers based on 
seven real-world datasets from different areas with different characteristics 
explained as follows.

The Datasets

Seven datasets from the UCI repository and some other researches are used 
here to assess the performance of the CAN method. These datasets are selected 
from different areas, including insurance, banking, computer, and healthcare. 
They contain different characteristics: both balanced and imbalanced datasets, 
with and without missing data, and having different dimensions. The char
acteristics and the important parameters of these datasets are given in Tables 1 
and Table 2.

The test set samples are selected from the datasets based on 4-fold cross- 
validation, where their size is shown in the column named “size of the test set” 
in Table 2. The predictive models for direct marketing must select X percent of 
the test dataset (shown in the second column of Table 2) as the potential 
customers. The related target value for the number of customers is given in the 

Table 1. The characteristic of the datasets.

Name of dataset
No. of Nominal 

variables
Percent of the 
majority class

Missing 
data

No. of 
attributes

Sample 
size

Caravan-insurance-challenge (Van Der 
Putten and Van Someren 2000)

0 of 86 96% no 87 9,822

Health insurance (Olson 1998) 7 of 14 92% no 14 22,272
Aps failure (Dheeru and Taniskidou 2017) 0 of 171 98% yes 171 76,000
Bad health (Greene 2008) 0 of 4 90% no 4 1,127
The default of credit card clients (Yeh et al. 

2009)
0 of 25 77% no 25 30,000

Breast cancer1 0 of 10 70% no 10 263
Bank (Moro, Laureano, and Cortez 2011) 11 of 16 88% yes 17 45,211
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column named “selected customers” in this table. The CAN network of the 
“Default of credit card clients” (a real-world dataset) is presented in Figure 6 as 
an example.

Performance Measure

The response rate, introduced in the Computational Intelligence and Learning 
(CoIL) Kaggle Challenge 2000 (Van Der Putten and Van Someren 2000), is 
employed in this paper to evaluate the performance of the algorithms. Besides, 
the ROC and precision-recall curves are presented for some datasets to 
evaluate the proposed method further. As mentioned, the models should select 
X percent of the test dataset customers as the customers who buy a specific 
product more likely. A model that can discover a greater number of potential 
customers would gain a better score. It should be noted that there is 
a maximum possible score for each dataset as the minimum value between 

Table 2. The important parameters of the datasets.
Name of dataset The sample size of the test set Percent of the test set Xð Þ Selected customers

Caravan-insurance-challenge 4,000 20% 800
Health insurance 5,568 20% 1,113
Aps failure 19,000 17% 3,200
Bad health 282 20% 56
Default of credit card clients 7,500 40% 3,000
Breast cancer 66 60% 39
Bank 11,303 20% 2,260

Figure 6. The CAN network of the “Default of credit card clients” dataset.
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the number of customers who buy a specific product and the selected customers 
defined in Table 2. No model can gain a score higher than this maximum 
value.

Experimental Protocol

In this section, the performance of the proposed CAN method is evaluated and 
compared to the ones of the other Bayesian networks including NB, TAN, 
FSSJ, BSEJ, AODE, and other classifiers including multinomial log-linear 
models via neural networks, decision tree, support vector machine (SVM), 
k-nearest neighbors (KNN), Ada-Boost (decision tree as a base model), bag
ging (decision tree as a base model), extra trees, random forest mean squared 
prediction errors (forest MSPE) (Lu and Hardin 2019), Bagged FDA using 
gCV Pruning (fdagcv) (Milborrow 2019), and eXtreme Gradient Boosting 
(xgbLinear) (Carmona, Climent, and Momparler 2019) algorithm. These 
methods are applied to seven datasets described in the previous sections, 
based on which their performances are presented in Figures 7–9.

It should be noted that the R3.4.0 software has been used in this paper to 
implement the proposed algorithm and to compare its performance with the 
ones of the competing methods. Furthermore, a computer system with an Intel 
Core i7-4700MQ processor and a 6- GB RAM has been employed to run the 
software and obtain the results.

Figure 7. The performance (response rate) of the CAN method compared to the ones of well- 
known Bayesian networks.
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In this paper, several R libraries including “bnclassify” (Mihaljevic, Bielza, 
and Larranaga 2018), “nnet” (Ripley, Venables, and Ripley 2016), “rpart” 
(Therneau et al. 2015), ”e1071” (Dimitriadou et al. 2008), “class” (Ripley and 
Venables, 2015), “adabag” (Alfaro, Gamez, and Garcia 2013), “randomForest” 
(Liaw and Wiener 2002), “earth” (Milborrow 2019), “caret” (Kuhn et al. 2020), 
“forestError” (Lu and Hardin 2019) and “xgboost” (Lu and Hardin 2019) are 
used to implement the proposed algorithm and the competing methods on the 
datasets. Moreover, the best values of the parameter P in Equation (15), which 
resulted in the proposed method’s best performance when applied to different 
datasets, are reported in Table 3. Note that some R libraries such as “e1071” 
and “caret” are used for optimizing the parameters of the proposed and the 
competing methods where, for example, “e1071:tune.svm” function is used to 
select the best values of the parameters of SVM model.

Experimental Results

The results in Figures 7–9 show that the CAN algorithm performs substan
tially better than the competing methods in most of the datasets, resulting in 
the maximum performance in four cases. However, some of the other 
competing methods perform better than CAN when “Caravan-insurance- 
challenge,” “Default of credit card clients,” and “Bank” datasets are used. 
Nevertheless, it should be noted that in these three datasets, the performance 
of the CAN method is very close to the performance of the best method. 
Based on the results, the CAN algorithm outperformed the Bayesian net
works (NB, TAN, FSSJ, BSEJ, and AODE) in six out of seven datasets. The 
AODE provided better performance in the case of “Default of credit card 
clients” while the performance of the CAN method is close to the perfor
mance of AODE. Figure 8 shows that CAN provides the best performance in 
five out of seven datasets compared to the seven well-known classifiers 
(multinomial log-linear models via neural networks, decision tree, SVM, 
KNN, Ada-Boost, bagging, and extra trees). Finally, the results in Figure 9 
show the better performance of CAN compared to three novel algorithms 
(forest MSPE, Bagged FDA using gCV Pruning and eXtreme Gradient 
Boosting) in four out of seven datasets. Again, the performance of CAN is 

Table 3. The best value of parameter P for different 
datasets.

Dataset The best value of P

Caravan-insurance-challenge 0.50
Health insurance 0.90
Aps failure 0.55
Bad health 0.55
Default of credit card clients 0.05
Breast cancer 0.25
Bank 0.98
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Figure 8. The performance (response rate) of the CAN method compared to the ones of other well- 
known competing classifiers.

Figure 9. The performance (response rate) of the CAN method compared to novel classifiers.
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close to the performance of the best method in other datasets. Accordingly, 
one can apply the CAN method to select the customers who buy a target 
product more probable, correctly, and without the existing difficulties of the 
other complex methods.

Besides, the ROC and precision-recall curves are demonstrated in 
Figures 10–15. These curves are obtained based on the criteria given in 
Equations (20)-(23). 

Figure 10. The ROC curves of forest MSPE, Bagged FDA using gCV Pruning and eXtreme Gradient 
Boosting compared to the CAN algorithm for the “health insurance” data set.

Figure 11. The Precision-Recall curves of forest MSPE, Bagged FDA using gCV Pruning and eXtreme 
Gradient Boosting compared to the CAN algorithm for the “health insurance” data set.
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Precision ¼
TP

TP þ FP
(20) 

Recall ¼
TP

TP þ FN
(21) 

Figure 12. The ROC curves of the multinomial log-linear model via the neural network, decision 
tree, SVM, KNN, Ada-Boost, bagging, and extra trees compared to the CAN algorithm for the 
“health insurance” data set.

Figure 13. The Precision-Recall curves of the multinomial log-linear model via the neural network, 
decision tree, SVM, KNN, Ada-Boost, bagging, and extra trees compared to the CAN algorithm for 
the “health insurance” data set.
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True Positive Rate TPRð Þ ¼
TP

TP þ FN
(22) 

False Positive Rate FPRð Þ ¼
FP

TN þ FP
(23) 

in which TN (true negative), TP (true positive), FP (false positive), and FN 
(false negative) are defined in the confusion matrix given in Table 4.

Figure 14. The ROC curves of NB, TAN, FSSJ, BSEJ, and AODE compared to the CAN algorithm for 
the “health insurance” data set.

Figure 15. The Precision-Recall curves of NB, TAN, FSSJ, BSEJ, and AODE compared to the CAN 
algorithm for the “health insurance” data set.
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The curves given in Figures 10–15 compare the performance of the CAN 
algorithm with the competing methods where they indicate that CAN per
forms remarkably better than the competing methods under different 
thresholds and it is the best method at most of the thresholds. The ROC 
and precision-recall curves are only presented for the “health insurance” 
data set to save spaces, while the same conclusions can be obtained for other 
datasets.

In summary, the proposed CAN algorithm performs better than the com
peting methods for datasets with different characteristics in most cases. The 
proposed algorithm performs well under different conditions, including 
imbalanced datasets, missing data, the presence of different types of variables 
such as nominal variables, and various applications. It should be noted that if 
a dataset has nominal variables, they should be changed to rank variables in 
the CAN algorithm.

Concluding Remarks

In this paper, an improved version of the naïve Bayesian (NB) classifier called 
correlation-augment naïve Bayes (CAN) was proposed as a Bayesian method. 
It relaxes the assumption of using independent attributes embedded in the NB 
classifier and works well under imbalanced datasets. At the same time, it 
retains the simplicity of the Bayesian classifier. The performance of the CAN 
method was evaluated and compared with several well-known Bayesian net
works and other sophisticated classifiers in terms of the response rate for 
which all methods were applied on seven different datasets with different 
application areas and different characteristics. The results showed that the 
proposed CAN method performs significantly better than the competing 
methods in almost all of the scenarios under different application areas, 
different number of attributes, different number of samples, imbalanced 
datasets, and in the presence of missing data.

Extending the proposed approach for situations where there are more than 
two possible values for the class-label attribute is an interesting subject that is 
recommended for future research. In addition, investigating different topolo
gies of Bayesian networks to improve the performance and, at the same time, 
retain the simplicity of the method is recommended for future research.

Table 4. The confusion matrix of binary classification.
Predicted Zero Class Predicted One Class

Actual Zero Class TN FP
Actual One Class FN TP
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