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Abstract
For the development of reliable stretchable electronic systems, it is essential to comprehend and
predict their mechanical behavior. It is important to test and analyze original as-processed
samples, as opposed to standard tests on bulk material. Dedicated analysis methods are
necessary for obtaining the material properties from the tests, as complex 3D deformations
complicate the use of existing methods. This paper presents an integrated digital height
correlation (IDHC) method for the mechanical characterization of a recently developed
ultra-stretchable freestanding interconnect. Height maps from an out-of-plane loading
experiment are correlated to a numerical model, with the aim to identify the material parameters
in the plastic regime. The IDHC method is tested on a virtual test case, where it is shown that
the algorithm converges for the considered three plasticity parameters. For the real experiment,
simultaneous correlation of all three parameters is not possible due to an inherently flat residual
landscape with many local minima. However, the initial yield strength and hardening exponent
were still identified and estimated at 225–300MPa and 0.15–0.2 respectively. Despite the
moderate accuracy of the identification, the potency of the IDHC method for this extremely
challenging case of micron-sized delicate freestanding stretchable electronic interconnects is
demonstrated.
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(Some figures may appear in colour only in the online journal)

1. Introduction

Stretchable electronics is an emerging field of research, with
applications mainly in the biomedical field, used to integ-
rate traditionally rigid electronics with soft biological tissue
[1–4]. In order to develop reliable systems that are safe to use
in this biological environment, it is important to characterize
the mechanical behavior of the stretchable electronics. Mini-
aturization of the stretchable electronics leads to size effects,
which restricts assessing the material behavior a priori [5–7].
Moreover, the processing history might affect the mater-
ial properties, as well as the loading conditions triggering

different deformation modes [8]. Therefore, it is essential to
perform tests on original as-processed samples of the intercon-
nects in order to characterize their mechanical behavior with
all these effects incorporated.

The design of stretchable electronics generally follows one
of two different approaches [9–11]: either to use conductive
materials that are stretchable [12] or to make structural designs
for stretchable interconnects from a conductive material with
low intrinsic stretchability [13]. The in this work considered
stretchable electronic interconnect is a design according to
the second approach. Examples of such designs include wavy
silicon ribbons or arches [14, 15], serpentine or horseshoe
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Figure 1. (a) The freestanding ultra-stretchable ROPE interconnect design, consisting of a number of rectangular beams. (b) The
interconnect in stretched state; beam members rotate out-of-plane and bend to align with and elongate along the stretch direction.

shaped interconnects [16–19], fractal designs [20, 21] and ori-
gami [22, 23] and kirigami [24, 25] inspired designs.

Recently, a freestanding ultra-stretchable interconnect, also
called the ROPE (Rotation Out-of-Plane Elongation) intercon-
nect, was developed, see figure 1, which exploits full three-
dimensional freedom up to a reversible stretchability of about
2000% [26]. A strong strengthening effect was observed;
i.e. by roughly comparing experimental results to numerical
simulations, using a standard elasto-plasticity model, a yield
strength of roughly ten times higher than the value for bulk alu-
minum (from which the interconnect is fabricated) was estim-
ated. This observation is important for the stretching behavior
of these interconnects and also interesting from a scientific
point of view. The objective of this paper is therefore to quant-
itatively determine the plastic behavior of these interconnects.

The interconnects are designed to be highly compliant,
which makes it difficult to employ a (uniaxial) tensile exper-
iment to determine the material properties, as the forces are
too low to be measured in a sufficiently accurate manner.
Alternatively, a full-field method such as Digital Image Cor-
relation (DIC) may be used to characterize the kinematics
of the structure. Moreover, when an integrated approach is
used, i.e. when the image correlation is complemented by a
numerical model, the (material) parameters in this model may
be identified directly [27–29]. However, standard DIC tech-
niques only provide the in-plane displacement field, whereas
the considered interconnects deform predominantly out of
their plane, see figure 1(b). In the literature, stereo-DIC (some-
times called ‘3D’ DIC), which uses a setup of two cam-
eras under an angle, has been applied to measure the three-
dimensional deformation field of electronic packages, how-
ever, the field of view of such 2-camera setups is at least
tens of millimeters [30]. A ‘3D DIC’ method that is more
suited for our problem but less known is that of Digital Height
Correlation (DHC), in which surface height profiles instead
of grey-scale images are correlated to obtain the full three-
dimensional displacement field inside the field of view, i.e.
both the in-plane and out-of-plane surface displacements of
the considered specimen [31–36]. The strength of DIC lies in
the fact that surface height profiles with an out-of-plane resolu-
tion of approximately one nanometer and a field of view of tens
of micrometers (instead of millimeters) are readily measured
using a range of commercially available (metrological) optical

surface profilometers. This makes the DHC technique based
on such high-resolution surface height profiles ideally suited
for measuring the in-plane and out-of-plane deformations in
the free-standing stretchable interconnects. Therefore, in this
paper, an integrated digital height correlation (IDHC) method
is proposed to directly identify the (plastic) material paramet-
ers from an in situ experiment on freestanding ultra-stretchable
interconnects underneath an optical surface profilometer.

The IDHCmethod requires that the surface of interest stays
in view during the experiment. Hence, it is not possible to load
the structure by in-plane stretching as done in [26], because the
beam members of the interconnect rotate out-of-view to align
with the stretch direction, see figure 1(b). Although the outer
beam members twist to accommodate rotation of the other
beams, themajority of the beams deform in pure bendingmode
after rotation. This mode can also be triggered by loading the
interconnect in the out-of-plane direction, while the beam sur-
faces stay in view [37].

For parameter identification methods, such as the IDHC
method, it is essential that the accompanying model, here a
finite element (FE) model, mirrors the experiment as close
as possible. Especially the boundary conditions are influen-
tial [38, 39]. Moreover, in the particular case of miniature
freestanding stretchable interconnects, also the initial geo-
metry, which is curved due to residual stresses from manu-
facturing, requires special attention. Therefore, the initial geo-
metry of the free-standing stretchable interconnect in the FE
model will be extracted from themeasured height profile in the
reference configuration. Furthermore, a global DHC method
will be used to extract the complete evolution of the 3D dis-
placement of the clamping pad areas, see figure 1(a), which is
employed as boundary conditions in the FE model to accur-
ately take into account all experimental discrepancies in the
out-of-plane cyclic load case to which the interconnect will be
subjected.

The paper is organized as follows: first the methodology
is explained in section 2, which consists of the experimental
details, discussion of the integrated digital height correlation
algorithm and some aspects of the FE model. In section 3, the
analysis of the experiment is presented. First a DHC algorithm
is employed for preliminary analysis of the boundary con-
ditions for the FE model, after which the IDHC algorithm
is tested by means of a virtual test. Subsequently, the IDHC
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Figure 2. (a) Rendering of the piezoelectric tensile stage and the specially designed chip that contains the delicate stretchable interconnect
samples. The sacrificial support beams on both sides of the interconnect array, that allow for secure handling and alignment of the specimen,
can be broken at the notches after the chip has been securely clamped in the tensile device, without causing a pre-load. (b) The tensile
stage placed underneath the confocal optical microscope, which allows for capturing height maps of the interconnect samples during the
experiment. (c) 3D rendering of the measured height map and overlay of the height map on a microscopic image of the specimen (inset), in
which the pattern features can be seen.

algorithm is applied to the experimental data. Finally, conclu-
sions are drawn in section 4.

2. Methodology

In this section the methodology for the analysis of the freest-
anding stretchable interconnects is explained.

2.1. Experiment

In order to identify the mechanical properties of the freestand-
ing stretchable electronic interconnects an experiment is per-
formed in which one of the main deformation modes of these
structures is triggered: bending of the interconnect beams. The
specimen has a planar design of slender, rectangular beams;
the interconnect in this experiment consists of ten beams. The
interconnect is embedded in a specially designed chip that
allows for meticulous handling of the sensitive samples [26].
To be able to perform a DIC analysis on the samples, a dis-
tinct pattern needs to be present. In this case pattern applica-
tion is complicated, as it is not possible to apply many tech-
niques known from literature [40–42]. Indeed, pattern applic-
ation using a fluid or plasma is prohibited, because even small
forces resulting from contact with a fluid or charging due
to plasma lead to plastic deformation of the highly delicate
samples or stiction of the interconnect beams to each other
or the substrate. The only possibility for pattern application
is a flow of dry particles that individually attach to the inter-
connect. This was realized by applying silica nano-particles
(300 nm) on the interconnect by means of a dried micro-mist
application technique. Yet, only a sparse pattern, with only
a few particles over the beam length could be accomplished

due to the highly delicate nature of the freestanding intercon-
nects [37]. However, it is expected that plasticity is mainly
characterized by a change in curvature of the beams and that
this sparse pattern is sufficient to capture this effect. The meth-
ods adopted in this work to identify the mechanical behavior
and properties from this experiment are global DIC methods
(see next section). These types ofmethods entail regularization
of the total region of interest at once, as opposed to localmeth-
ods, in which the region of interest is divided in (uncoupled)
subsets. Local methods would be impossible to apply on such
a sparse pattern, but due to the strong global regularization in
global methods, it is still possible to identify the mechanical
behavior and properties from the height maps, despite the poor
pattern quality.

A lab-built dedicated tensile stage for the micron-sized
samples is used to load the interconnect structure, see figure 2.
This tensile stage consists of two high-resolution piezoelectric
nano-positioning stages, each consisting of a stacked assembly
of three stages, one for each degree of freedom (x, y and z trans-
lation). This design makes it possible to actuate along all three
axes, and enables complex multi-axial loading. The test chip
containing the stretchable interconnect specimen is clamped
on either side to these stages, using UV curable glue, such
that the top surface of the test chip is free to fit underneath
a microscope lens with small working distance. The specimen
is loaded in the out-of-plane direction, by moving the clamp-
ing pads on either side of the interconnect by a prescribed dis-
placement, enabled by the internal displacement sensors and
control loop of the tensile device. After loading, the speci-
men is unloaded again, i.e. the clamping pads are returned
to their original position. This process is repeated, while the
displacement-controlled load increases incrementally.

Topographical images are captured during the experiment
by means of a confocal optical microscope (Sensofar S Neox,
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Figure 3. Height maps captured during the experiment for a selection of loading increments. The reference image, f, of the undeformed
configuration is shown, along with three deformed images g, each obtained after a number of incremental loading-unloading cycles (named
here increments).

150×magnification lens with a numerical aperture of 0.95 and
working distance 300µm). In the loaded situation the beams
are bend to a steep angle with respect to the microscope, which
makes it impossible to capture the height map with the pro-
filometer, see the image marked ‘topographies extended state’
in figure 4. Therefore, the experiment is designed such that
images are taken in the unloaded configuration after each load-
ing step, see figure 3. This is a justified approach, since the
objective of the experiment is to identify the material prop-
erties that represent the plastic regime, and plastic deforma-
tion will also be reflected in the unloaded state, as observed in
figures 3(c) and (d). The complete experimental procedure is
described in more detail in [37].

Note that during the design of the coupled experimental-
numerical methodology the free-standing interconnects were
expected to be highly stretchable but still much less than
observed in figure 3. As a result of this extreme stretch-
ability, no plasticity is visible in figure 3(b), corresponding
to a relative vertical displacement of the clamping pads of
∼10µm, even though this is already beyond half of the 200µm
range of the experimental setup.Moreover, from later analysis,
it was also realized that the visual deformation in figures 3(c)
and (d) is, for a large part, not caused by plasticity but by
small in-plane shifts of the clamping pads after returning to the
unloaded state in combination with the initially curved surface
due to residual stresses. Therefore, the degree of out-of-plane
deformation after unloading due to plasticity is limited (due to
the experimental setup) compared to the combined effects of
the residual stress-induced and clamping pad shifts-induced
out-of-plane deformation. These experimental complications
make identification of the plastic material parameters of these
ultra-stretchable free-standing interconnects highly challen-
ging, placing large requirements on the robustness of the para-
meter identification methodology.

2.2. Integrated digital height correlation

An integrated digital height correlation (IDHC) algorithm is
used to analyze the material properties of the stretchable elec-
tronic interconnects. This is an extension of integrated digital
image correlation (IDIC), where the correlation of the images
is combined with finite element (FE) simulations [27–29], see

figure 4. The calculated displacements following the FE sim-
ulation are used to back-deform the images of the deformed
sample, in order to get an optimal match with the reference
image of the specimen in undeformed configuration. The dif-
ference between the images, i.e. the residual, is minimized
iteratively. The parameters in the FE model are the degrees
of freedom (DoFs) in the correlation, therefore usually this
approach is employed if the objective of the experiment is to
identify material properties. In the height correlation method
the images are not grayscale images of the specimen, but topo-
graphic height profiles of the sample’s surface [35, 36]. Hence,
not only the in-plane displacement is tracked, but simultan-
eously also the out-of-plane deformation is included in the
correlation.

The minimization of the residual is a non-linear prob-
lem, which is commonly solved iteratively using a Newton–
Raphson scheme [29, 43]. In this scheme the search direction
is determined by the image gradients and the sensitivity of
the displacement field (following from the finite element sim-
ulations and evaluated at the pixel coordinates) towards the
degrees of freedom (material parameters in the finite element
model). Finite differences are used to calculate this sensitiv-
ity, where the parameters are perturbed by a small amount
to determine the effect on the displacement field. The size of
this perturbation is a calculation parameter that needs to be
set and in this work it was chosen to be 1 thousands of the
parameter value. Furthermore, a convergence criterion needs
to be set. Commonly, the Euclidean vector norm of the right
hand side member of the problem is used for this, which con-
tains the residual that is minimized. Here, the criterion is set
to 1× 10−6.

In DIC algorithms usually a region of interest (ROI) is
selected in the reference image, such that the pattern features
in the selected region do not move out of view in the deformed
images and to make sure nodal displacements from the FE
simulation are available in the entire region of interest. In
this case the region of interest is not a rectangular area, but
it is based on the shape of the interconnect, as defined in the
finite element model. Furthermore, the measured height data
contains many not-a-number (NaN) values, especially around
the edges of the structure, since the profilometer does not
measure the heights at steep gradients or edges. These values
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Figure 4. Schematic illustration of the integrated digital height correlation method: the core of the algorithm is the minimization of the
residual (c), which is a measure for the optimality of the parameters of the FE model. The topographies captured during the experiment ((a),
(d) and (e)) are not only used for the correlation itself, but also to determine boundary conditions required for the FE model. The dynamic
range of topographies (a), (b) and (e) is ∼− 5 to 7µm. The dynamic range for the first and last topography in (d) is respectively ∼[−30 40]
and [−100 120] µm.

proliferate during the interpolation step, which is required to
determine the back-deformed images [44], and destructively
influence the correlation. Therefore, a mask is defined to dis-
card the pixels containing NaN values, both in the reference
topography and the back-deformed topographies. This mask
is reset and updated adaptively during the iterations to prevent
an unnecessary high number of discarded pixels.

2.3. Finite element model

For IDHC a numerical model is required that represents the
experiment. It is therefore important that the model resembles
the physical reality as close as possible [38]. To this end, the
stretchable interconnect structure with ten beams is modeled
conforming the geometry of the design supplied to the man-
ufacturer of the samples. Slight deviations from the design in
the real samples, e.g. slightly round finishes of the corners, are
disregarded, but this is justified as they fall outside the region
of interest for correlation, since the height measurements at
the edges of the sample are not reliable.

One of the main challenges in the model is to obtain the
exact reference configuration of the experiment, in which the
beams are curved due to residual stresses from processing.
To this end, the straight modeled mesh is overlayed on the
topographic image of the reference situation and for each
node the measured height at its location is translated to this
node. However, because of measurement noise (and pattern
features), this would result in a non-smooth surface that
would unrealistically influence the kinematics in the simula-
tion. To smoothen the curved surface, a regression is made
through the measured data, see figure 5, where a second-order

polynomial is used along the length of the beams and a
first-order polynomial in the width direction. The hinges and
clamping areas are smoothed separately, using constraints to
connect them appropriately to the beams, ensuringC1 continu-
ity across the connecting lines.

Also the in-plane alignment of the reference configura-
tion, and particularly the lateral bending of the four most right
beams, needs to be accounted for in the FE model. This lateral
bending is also attributed to the residual stress. As no images of
the unwarped interconnect (before chemical etching of the sac-
rificial layer to release the interconnects) are available, which
could be correlated by a DHCmethod to the topography of the
warped interconnect in order to determine the exact in- and
out-of-plane deformations due to the residual stresses, the in-
plane displacement (from a perfectly straight configuration to
the measured situation) can now only be determined manu-
ally. This is done at the corners of the hinges and prescribed in
the simulation. The resulting initial configuration, see figure 6,
is assumed to be stress-free, because the curved shape is pre-
cisely the result of the fact that the freestanding structure can
almost completely relax the residual stresses that were acting
on it.

The material model used in the simulation is elasto-plastic,
where Hooke’s law for elasticity is used and the Von Mises
yield criterion [45], with a rate power lawmodel for (isotropic)
hardening:

σy = σy0 +Aε̄mp , (1)

where σy is the evolving yield stress, ε̄p is the equivalent
plastic strain, σy0 the initial yield strength, A a hardening coef-
ficient and m the hardening exponent. The latter three are
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Figure 5. Three-dimensional locations of the nodes of the FE model, based on the measured height data (black dots) and a regression
through this data (red dots) to smoothen the surface from measurement artifacts (note that the axes are not equal for visualization purposes).

Figure 6. FE model of the stretchable interconnect geometry with 10 beams, in the curved initial configuration.

unknown parameters and hence the objective for the identi-
fication using the IDHC method. Especially the initial yield
strength is interesting to investigate, as it was found by [26] to
be influenced drastically by size effects due to the small dimen-
sions and processing conditions (up to ten times its value for
the corresponding bulk material).

The boundary conditions in the model are also an important
input that need to be in close agreement with the experimental
conditions. During the experiment, topographies are measured
in both the extended and returned state for all increments. The
topographies in the extended state are not useful for correla-
tion, because of the large inaccuracies in the measured height
values in the presence of high gradients, see figure 4. The pads,
however, are an almost flat area on which the height values
are reliable and therefore used to define the boundary condi-
tions in the extended state. For the boundary conditions in the
returned state, the global DHC algorithm from [35] is used
to recover the displacement fields from the measured height

profiles. The resulting three-dimensional displacements of the
pad areas, see section 3.1, are translated to boundary condi-
tions on the nodes of the pads in the model.

3. Results

In this section, the results of the analysis of the stretchable
interconnect experiment are presented. First the displacements
of the beams were determined using an isogeometric global
digital height correlation method [35]. Furthermore, the integ-
rated DHC method is tested by means of a virtual test. Finally,
the real experiment is analyzed with the IDHC method.

3.1. Displacement field analysis with isogeometric digital
height correlation

In order to obtain insight in the displacements of the beams,
an isogeometric global DHC algorithm is employed. The
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Figure 7. FE simulation of increment 8 in the experiment, where the boundary conditions in extended (left) and returned (right) state are
derived from the measured topographies.

Figure 8. The mesh of NURBS shape functions used in the isogeometric Global DHC analysis of the three-dimensional displacement
field of the stretchable interconnect, which is used to provide accurate displacement boundary conditions to the FEM simulations in the
integrated DHC framework. The shape functions are second-order b-splines along the length of the interconnect, of which the
one-dimensional representation is shown in the bottom figure (d), and zeroth order in the width direction, i.e. constant over the width. In
total 42 two-dimensional shape functions are defined; the amplitude field of three 2D shape functions are shown in subfigures (a)–(c), which
also show the mesh of the elements with black lines. The colored dashed lines around the subfigures indicate for each of the three shape
functions to which one-dimensional second-order shape function along the interconnect length in (d) they correspond.

results can be used to validate the displacements calculated
with the FE simulation after the parameter identification with
IDHC. Moreover, the displacements of the clamping pads
are essential to define boundary conditions in the FE model
for the integrated height correlation. The technique used for
this purpose is the isogeometric DHC algorithm introduced
in [35], where NURBS shape functions are used for both the
parametrization of the geometry and the discretization of the
displacement field [46].

Because the regions between the beams are discontinuous,
it is not possible to use a rectangular region of interest with

a mesh of shape functions. Instead, a very long and narrow
region of interest is needed that follows the meandering beam
structure of the specimen. To mesh this region of interest, the
commercial CAD software Autodesk AutoCAD1 is used. The
mesh consists of 40 elements along the total length of the inter-
connect, containing second-order shape functions, while in the
width direction only one element is used with zeroth order
shape functions, i.e. a constant value over the beam width.

1 Autodesk. AutoCAD software: http://www.autodesk.com/products/autocad/
overview.
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Figure 9. Calculated in-plane displacement fields u (in x-direction), v (in y-direction) and out-of-plane displacement field w for two loading
increments in the experiment. The displacements are given in micrometers.

Figure 10. Residual images for the corresponding increments
shown in figure 9.

Their product results in 42 two-dimensional functions for this
geometry, see figure 8. For this experiment it is important to
limit the number of degrees of freedom (and hence, shape
functions), because the correlation sensitivity to local min-
ima is high due to the limited quality of the height pattern
(silica particles) and high acquisition noise, especially at the
large boundary of the slender structure. Therefore, the num-
ber of elements along the length of the interconnect is taken
as small as possible while still describing the geometry accur-
ate enough. This choice disregards the outside corners of the
hinges, which is acceptable as these corners do not deform
anyway. Also the choice for zeroth order shape functions in
the width direction of the beams limits the number of degrees
of freedom, which is justified because the strain in width dir-
ection remains negligible due the long free side edges of the
beams. Therefore, the proposed limited set of shape functions

is able to fully capture the kinematics of the interconnect
structure.

Another measure taken to prevent correlation to a local
minimum is to supply an adequate initial guess. Therefore, the
rigid body displacements of the clamping pads are estimated
manually at pixel level from the topography images and inter-
polated linearly over the beams.

The resulting displacement fields are shown in figure 9 for
one of the first and last increments in the experiment, which
provide a good impression of the evolving plastic deformation
after unloading at the end of each loading–unloading cycle.
The figure shows that the major part of the three-dimensional
displacement field for each increment is governed by the actual
location of the clamps after unloading, which varies for each
increment. Therefore, imposing this measured 3D clamp dis-
placement as a boundary condition on the FE simulation in the
IDHC routine is critical for obtaining convergence. Since the
error in the displacement fields cannot be determined, as this
is a real experiment and the true displacements are unknown,
the only available measure for accuracy of the calculated dis-
placements is the residual images, i.e. the difference between
the reference image and the incremental (deformed) images
back-deformed to the initial configuration using the calculated
displacement fields. It can be seen in figure 10 that the resid-
ual is close to zero for the entire region of interest. Hence, it
is concluded that the obtained displacements with DHC are
reliable.

3.2. IDHC parameter identification on virtual tests

In order to assess the integrated digital height correlation
framework for an experiment with the complexity of the
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Figure 11. FE simulation for the virtual test case. The interconnect structure consists of two beams, of which one is lifted to a prescribed
height and displaced back to the reference position a number of times, with increasing lifting height. The image increments are based on the
returned configurations, as indicated in the figure for three increments (the dots indicate loading cycles not shown in this figure).

Figure 12. Topographies for the virtual test case to be analyzed with IDHC. Left, the topography of the reference configuration, f. The
deformed topographies g of two of the five increments in the middle and on the right.

interconnect structure, a virtual test is executed first. In this
numerical simulation, the images are created artificially from
a finite element simulation and a synthetic reference image.
In this virtual test case, a freestanding stretchable intercon-
nect structure of two beams is modeled, which captures the
main deformation modes occurring in the considered experi-
ment on a 10-beam structure. Similar to the real experiment,
one end of the interconnect is displaced in the out-of-plane dir-
ection by a prescribed distance, increasing over a number of
cycles, and consecutively returned to its initial height position,
see figure 11.

The simulation results, i.e. three-dimensional nodal dis-
placements, are used to deform the synthetic reference topo-
graphy that contains a computer generated height pattern, see
figure 12(a), to create the deformed topographies, of which
two are shown in figures 12(b) and (c).

In the FEmodel the same elasto-plasticmaterial model with
a rate power law hardening relation (equation (1)) is used. The
objective of the IDHC correlation of the virtual test case is to
recover the parameters in this model that are used to create the
virtual test data, i.e. σy0 = 200× 10−6 N µm−2 (=200MPa),
A= 6.43× 10−4 Nµm−2 and m= 0.2. Therefore, this virtual
test allows to assess the error sources affecting the IDHC para-
meter identification.

It is first noted that preliminary numerical simulations
immediately demonstrated the importance of selecting a
proper set of topographies: (a) a sufficient number of incre-
ments is required to find a unique solution for the three para-
meters in the numerical model and (b) increments should be far
enough in the plastic regime to ensure sufficient sensitivity to

the parameters. Based on this analysis, it was chosen to include
five loading-unloading cycles (or increments) that all fall in
the plastic regime, in the IDHC correlation, i.e. five deformed
topographies and the reference topography.

To test the robustness of the IDHC correlation for identi-
fication of the three plasticity parameters on these six topo-
graphies, an initial guess relatively far from the solution is
employed, of approximately three times higher values for all
three parameters. This initial guess is based on the physical
significance of the parameters. For the initial yield strength
σy0 a lower bound for a realistic range for the considered
test specimen is set by the bulk value of aluminum, which is
approximately 70MPa. The upper bound is 700MPa, indicat-
ing a strong strengthening effect due to miniaturization, which
was visually determined in [26] by comparing images of a
stretching experiment with these samples to numerical sim-
ulations with different values for the yield strength. The ini-
tial guess is chosen in the upper region of this range. The
hardening parameters A and m are less determined for these
specific specimen, but typical values for these parameters for
metals and metal alloys range between 100–2000MPa and
0.1–0.5 respectively. The initial guesses for these paramet-
ers are also in the upper region of this range. The conver-
gence behavior is plotted in figure 13. The IDHC algorithm
adequately converges towards the expected solution. The ini-
tial guess values and the resulting values, with their associ-
ated errors, are presented in table 1. This indicates that the
algorithm is able to converge even relatively far from the
solution, leading to accurate results with errors in the order
of 10−3.
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Figure 13. IDHC convergence for the virtual test case. The evolution of the mean value of the residual (averaged both spatially and over
time) and of the three resolved parameters, σy0, A and m is depicted.

Table 1. Results for the parameter identification with IDHC for the virtual test with a two-beam stretchable interconnect. The initial guess
on the parameters is listed, as well as the value resulting from the correlation and the error in the determined parameters.

Parameter Initial guess Identified value Relative errora

Initial yield strength σy0 (N µm−2) 632× 10−6 199× 10−6 3.5× 10−3

Hardening coefficient A (N µm−2) 2.04× 10−3 6.43× 10−4 3.1× 10−4

Hardening exponent m (—) 0.63 0.199 3.1× 10−3

a Relative error = |Calculated value−True value|/True value.

Figure 14. Graphical representation of the correlation matrixM and its spectral decomposition; eigenvalue matrix D and eigenvector matrix
Q, which represent the sensitivity towards the three degrees of freedom (A, m and σy0). The symbol in each matrix component displays the
sign of the corresponding value.

However, note that the convergence behavior is still oscil-
latory, even for this virtual test case where there are no error
sources from experimental artifacts and discrepancies between
the numerical model and the real world. This indicates that the
problem is complex and difficult to correlate, which is also
confirmed by the sensitivity analysis of the correlation matrix,
see figure 14. In this sensitivity analysis a spectral decompos-
ition is made from the correlation matrix M: M=QDQ−1,
with the columns of Q being the eigenvectors of M and D
a diagonal matrix containing the eigenvalues. From the cor-
relation matrix M itself it becomes clear that the sensitivity
towards parameters A and m is much smaller than the sens-
itivity to σy0. Furthermore, the eigenvector matrix Q reveals
cross-sensitivity between the parameters, especially between
A and the other parameters. Although the algorithmworks well
for this numerical simulation, complications can be expec-
ted when additional experimental error sources come into
play.

3.3. Parameter identification from a real 3D test on a
freestanding stretchable interconnect

Finally, the IDHC algorithm is applied to the topographies
of the real out-of-plane loading experiment of section 2.1,
see figure 3. A set of increments is used, mainly towards the
end of the experiment, to incorporate enough topographies
where plasticity has a quantifiable effect. The correlation is
first executed for all three parameters of the hardening model
simultaneously. When the correlation is started from initial
guesses covering the entire range of physically meaningful
and expected values (i.e. 70< σy0 < 700MPa [26], 0.1< m<
0.5, 100< A< 1000 MPa), the correlation shows fast conver-
gence towards the same broad global minimum, which demon-
strates a high robustness of the IDHC framework against poor
initial guesses, also for the experimental case.

Unfortunately, however, for none of the initial guesses
true convergence of the parameters was reached, because
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Figure 15. (a) Residual landscape as a function of the three parameters A, m and σy0. For visualization purposes, the colors indicate the
order of the mean value of the residual from low to high, instead of their exact value. (b) Two-parameter cross section of the residual
landscape, for A constant at 644MPa, as indicated in (a) by a red dotted rectangle. A 3rd order polynomial surface is fit through the data
(black markers) for visualization purposes. A zoom of this landscape is depicted in (c).

the algorithm continues to ‘jump’ up and down the valley,
without finding the true global minimum. When looking at the
non-convex residual landscape, see figure 15, it is observed
that many local minima exist. However, all correlations con-
verge to the same plane, i.e. the cross-section of the resid-
ual landscape where the hardening coefficient A is approxim-
ately 644MPa. Furthermore, the residual landscape remains
flat over a large region, which is especially clear from the fit-
ted third-order polynomial surface through the A≈ 644MPa
cross-section in figure 15(b), with a broad valley around the
values σy0 ≈ 300MPa, m≈ 0.2, and A≈ 644MPa and local
fluctuations in the data, see figure 15(c). This broad valley
filled with local minima explains the lack of convergence of
the IDHC algorithm despite of its high robustness against poor
initial guesses. The most important factor causing this effect is
the low amount of plasticity occurring in the samples during
the experiment, due to limitations in the experimental setup
in terms of maximum achievable displacements with respect
to the extreme stretchability of the samples, as explained in
section 2.1. A low sensitivity towards the plasticity paramet-
ers reflected in the height profiles, and consequently the resid-
uals, is the result. Other factors that likely play a role include
experimental error sources, e.g. the limited pattern quality
and measurement uncertainties in the topographies, defects
in the sample that play an important role in the deformation
mechanics, and also model errors, such as discrepancy in the
exact geometry, especially the thickness that is not quantified
precisely, and the material model itself. An isotropic plas-
ticity model is used, while the small size of the specimen
suspects columnar crystals with few grain boundaries indu-
cing size effects that are better modeled with, e.g. a crystal

plasticity framework with strain gradient dislocation density
effects [47].

Next, the correlation is performed only for the initial yield
strength σy0, while the values for A and m are fixed at the val-
ues in the apparent minimum, i.e. m= 0.2 and A= 644MPa.
The correlation is initiated from two different initial guesses:
70MPa, which is the bulk material property for aluminum,
and 600MPa, which is in the range of (700± 100) MPa as
was estimated in [26] for the considered interconnects. The
convergence plot is shown in figure 16, where the decrease
in the residual becomes apparent, as well as the convergence
of the parameter σy0 towards the same value from both initial
guesses. The resulting initial yield strength is approximately
300MPa. This is much smaller than the in [26] estimated value
of (700± 100)MPa, where only a qualitative manual compar-
ison between experiment and an unrefined numerical model
was made. However, it is significantly higher than the value
for bulk aluminum, and hence, still indicates a strong strength-
ening effect due to the sub-micron dimension (thickness) of
the interconnect. Also, if the result of the numerical simula-
tion for the correlated initial yield strength of 300MPa and
for both the initial guesses is compared to the experimental
height profile, see right image in figure 16, it is observed that
the deformed shape is indeed adequately approximated after
IDHC. Yet, in the finite element model a choice was here made
for the other two material parameters that describe the plastic
regime, hardening coefficient A and exponent m. The choice
of these values might induce a model error and affect the res-
ulting value for the initial yield strength.

In order to evaluate the accuracy of the determined ini-
tial yield strength, the correlation is repeated for different
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Figure 16. Convergence for the correlation of the initial yield strength parameter σy0. The evolution of the mean value of the residual
(averaged both spatially and over time) and of σy0 is depicted. Furthermore, the deformed geometry from the numerical simulations is
shown for the two different initial guesses (i.e. 70 and 600MPa) as well as for the correlated value of 304MPa at the final IDHC increment.
For comparison the measured height profile of the deformed geometry from the same load cycle is depicted as well, which show good
agreement with the deformed geometry simulated for 304MPa.

Figure 17. (a) Convergence for the correlation of the initial yield strength parameter σy0, from an initial guess of 600MPa and different
values for the hardening exponent m, ranging from 0.02 (almost pure plasticity) to 0.9 (extreme hardening). (b) Convergence for the
simultaneous correlation of σy0 and m. The evolution of the mean value of the residual and the correlation parameters are depicted.

values of m, while A is kept constant at 644MPa. Because
this appears to be the cross-section with the lowest residual
values in figure 15, it seems safe to assume that this value
of the hardening coefficient is most likely the true value. It
is observed in figure 17(a) that the yield strength converges
towards different values for different choices form and that the
residual for all these cases is approximately the same. This is
consistent with the valley that appears in the residual landscape
of figure 15 and indicates cross-sensitivity between the para-
meters. Only the case of almost pure plastic behavior, with low
hardening (m= 0.02) seems to converge worse than the other
cases, so it is expected that these values of the yield strength
and hardening exponent form a lower bound.

Next, correlation for both the initial yield strength and
the hardening exponent is performed simultaneously, see
figure 17(b), where A is again fixed at 644MPa. The residual
decreases to roughly the same value as for the other correl-
ations, while significant fluctuations are noticed. The lowest

residual value indicates that the best fit for the parameters is
an initial yield strength of approximately 225–300MPa, with a
hardening exponent of around 0.15–0.2. The ranges are estim-
ated by comparing the parameter values at the absolute low-
est residual value and the value towards the algorithm seems
to converge in figure 17(b). Based on the three-dimensional
residual landscape of figure 15(a), the true value of hardening
coefficient A is estimated to be in the range of 600–800MPa.
Although the accuracy of the identification is modest, the
adopted procedure still indicates that parameter identification
is possible with the IDHC method and more accurate results
are expected upon improvement of the experiment and model.

4. Conclusions

Themechanical properties of a freestanding aluminum stretch-
able electrical interconnect have been analyzed by applying an
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integrated digital height correlation method to topographies
measured in-situ during a 3D experiment. The design of the
interconnect allows for full three-dimensional deformations,
e.g. large rotations and displacements, thereby enabling ultra-
stretchability. This complicates the application of commonly
used DIC methods for characterization, as the surfaces are
required to stay in view during the deformation process and
displace in-plane only. Therefore, a digital height correlation
method was employed, in which the three-dimensional surface
displacements can be tracked. An integrated approach was fol-
lowed, where the correlation of the images is complemented
by a finite element model, in which the parameters are
unknowns. Moreover, the experiment was designed such that
the surfaces remain in view: the specimen is loaded in the
out-of-plane direction, thereby triggering the main deforma-
tion mode of the stretchable interconnect, i.e. bending of its
beam members.

It is of utmost importance that the boundary conditions
applied in the finite element model comply with those in the
experiment. Therefore, the experimental data was first ana-
lyzed using a global DHC method. The displacements of
the clamping pads were identified and used in the numer-
ical model. Also, the initial geometry of the interconnect was
established from the reference image and translated to the
model, as the as-processed interconnect already has a warped
configuration due to relaxed residual stresses from manufac-
turing, influencing the deformations and inducingmodel errors
when not taken into account.

A virtual test was first executed to verify the IDHC
algorithm. The stretchable interconnect geometry was imple-
mented, along with a power law hardening model with three
parameters, which were the objective for identification. It was
shown that even for large mismatches in the initial values, the
method converged towards the correct solution with an error in
the resulting parameters in the order of 10−3. However, it was
also shown that even in this case without experimental uncer-
tainties and model errors, the convergence path was irregu-
lar, indicating the complexity of this parameter identification
problem. This was also confirmed by a sensitivity analysis
of the correlation matrix, which showed large differences in
sensitivity towards the individual parameters and also cross-
sensitivity between the parameters.

Finally, the real experiment was analyzed. For simultan-
eous correlation of all three plasticity model parameters ,
robust convergence towards the same global valley was found,
demonstrating high robustness of the IDHC framework against
poor initial guesses, also for the experimental case. Unfor-
tunately, however, convergence to the true global minimum
was never reached, the reason for which was identified to be
the non-convex residual landscape containing a broad valley
with many local minima. It appeared extremely challenging to
obtain a sufficient amount of plasticity in the experiment, due
to the combination of very compliant interconnect structures,
that are designed to stretch elastically in a large range, with
an experimental setup that needs nanometer precision, while
the trade-off is limited actuation range. Additionally, plasticity

in the samples needs to be translated to visual deformation
in captured height maps, which suffer from acquisition noise
and limited resolution due to the micron-sized dimensions of
the interconnects. Visual deformation in these images could
either correlate to true plastic behavior, but also to devi-
ations in the unloaded clamping pad positions, enhanced by
the initial curvature of the interconnect beams due to resid-
ual stresses. To guide correlation, a multi-step approach was
followed. First, the initial yield strength was correlated with
the two other parameters fixed. From two different initial
guesses the value converged to approximately 300MPa, which
is significantly higher than the value for bulk aluminum and
indicates a strong strengthening effect due to miniaturization
of the interconnects, for which the most occurring mechan-
isms are strain gradients [7, 8], dislocation starvation [7, 48]
and constrained boundary layers [7]. However, this value is
significantly lower than the value of 700 MPa, which was
determined in [26] by visually comparing simulation results
for different yield strengths to experimental images. It was
observed in the current work that it is extremely difficult to
visually distinguish true plastic behavior from other effects
that lead to visual deformations and that a highly sensitive
algorithm is needed to identify plasticity. This explains the
difference between the initial yield strength value found here
and in [26]. The choice made for the other two parameters
in the hardening model still influenced the actual value of
the correlated parameter. Repeating the correlation for dif-
ferent values of the hardening exponent indeed revealed con-
vergence of the initial yield strength to different values. Sub-
sequently the initial yield strength and hardening exponent
were correlated simultaneously. Despite the moderate accur-
acy of the identification, the initial yield strength was estim-
ated at 225–300MPa and the hardening exponent at 0.15–0.2.
The hardening coefficient was assumed 644 MPa, which
appeared to yield the lowest residual in the three-dimensional
landscape.

The results show that the IDHC technique is suitable
for parameter identification in the challenging case of real
three-dimensional experiments on micron-scale freestand-
ing stretchable interconnects. Minimal changes in the height
maps, for which with the bare eye it cannot be distinguished
if they originate from plasticity or from clamping pad dis-
placements combined with initial curvature, are extracted with
the IDHC algorithm and lead to a reasonable estimate of the
plasticity parameters. This indicates the extreme sensitivity
of the method. To increase the accuracy of the identifica-
tion it is recommended to improve the experimental settings
and to advance the numerical model in order to diminish as
many error sources as possible. E.g., the applied height pattern
is object for improvement, the geometry of the interconnect
could be modeled more precisely and a material model includ-
ing dislocation density strain gradient crystal plasticity could
be used. This is, however, beyond the scope of the present
work, where potency of the IDHC technique was shown and
a first estimate of the material parameters for an isotropic
hardening plasticity model was determined.
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